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A B S T R A C T

In this study we analyze the impact of major drivers of future air quality, both separately and simultaneously, for
the year 2035 in three major California air basins: the South Coast Air Basin (SoCAB), the San Francisco Bay Area
(SFBA), and the San Joaquin Valley (SJV). A variety of scenarios are considered based on changes in climate-
driven meteorological conditions and both biogenic and anthropogenic emissions. Anthropogenic emissions are
based on (1) the California Air Resources Board (CARB) California Emissions Projection Analysis Model
(CEPAM), (2) increases in electric sector emissions due to climate change, and (3) aggressive adoption of al-
ternative energy technologies electrification of end-use technologies, and energy efficiency measures.

Results indicate that climate-driven changes in meteorological conditions will significantly alter day-to-day
variations in future ozone and PM2.5 concentrations, likely increasing the frequency and severity of pollution
periods in regions that already experience poor air quality and increasing health risks from pollutant exposure.
Increases in biogenic and anthropogenic emissions due to climate change are important during the summer
seasons, but have little effect on pollutant concentrations during the winter. Results also indicate that controlling
anthropogenic emissions will play a critical role in mitigating climate-driven increases in both ozone and PM2.5

concentrations in the most populated areas of California. In the absence of anthropogenic emissions controls,
climate change will worsen ozone air quality throughout the state, increasing exceedances of ambient air quality
standards. If planned reductions in anthropogenic emissions are implemented, ozone air quality throughout the
less urban areas of the state may be improved in the year 2035, but regions such as the SoCAB and the east SFBA
will likely continue to experience high ozone concentrations throughout the summer season. Climate change and
anthropogenic emissions controls are both found to decrease wintertime PM2.5 concentrations in the SJV,
eliminating nearly all exceedances of PM2.5 National Ambient Air Quality Standards (NAAQS) in the year 2035.
However, reductions in anthropogenic emissions are unable to fully mitigate the impact of climate change on
PM2.5 concentrations in the SoCAB and east SFBA. Thus, while future air quality in the SJV is projected to be
improved in the year 2035, air quality in the SoCAB and east SFBA will remain similar or marginally worsen
compared to present day levels. Conversely, we find that aggressive adoption of alternative energy technologies
including renewable resources, electrification of end-use technologies, and energy efficiency measures can offset
the impacts of climate change. Overall, the two main drivers for air quality in 2035 are changes in meteor-
ological conditions due to climate change and reductions in anthropogenic emissions.

1. Introduction

Future air quality, especially aerosols and ozone, will be governed
by a range of factors including the physical impacts of climate change
and socioeconomic factors such as emission control efforts, demands in
energy end-use sectors, and the deployment of alternative transporta-
tion and electricity generation technologies (Loughlin et al., 2011;
Collet et al., 2014; Nsanzineza et al., 2017; Zhang et al., 2017; Zapata
et al., 2018). While the impact of some of these factors on air quality
has been studied from an individual perspective (Racherla and Adams,

2006; Mahmud et al., 2010; Mahmud et al., 2012; Ebrahimi et al., 2018;
Kinnon et al., 2019), there is a lack of information considering them
from a holistic perspective: e.g., analysis of the combined impacts,
comparison among factors using a consistent modeling platform, and
analysis of the relative importance of controlling air pollutant precursor
emissions to the potential physical impacts of climate change. Although
some studies have examined the impact of climate change on regional
air quality in California, most focus exclusively on the southern Cali-
fornia South Coast Air Basin (SoCAB), a domain centered over Los
Angeles. The impact of future changes in climate and emissions on air
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quality in the San Francisco Bay Area (SFBA) and the San Joaquin
Valley (SJV) of California, which are designated non-attainment area
for both ozone and PM2.5 ambient air quality standards (CARB, 2017a;
U.S. EPA, 2018), warrants further study. As of April 2018, there
are> 35 counties in California designated as nonattainment areas for
criteria pollutants such as ozone, PM10, and PM2.5 (U.S. EPA, 2018).
Therefore, there is a need for a comprehensive assessment of future air
quality in California at the state level using a high-resolution air quality
model that can resolve local changes in air quality due to the major
drivers of pollutant concentrations.

Air pollution and climate change are inextricably linked. Not only
are greenhouses gases (GHG) and air pollutants generally emitted from
the same sources, but many air pollutants can cause changes in climate
due to their interactions with solar radiation (Fiore et al., 2012; Fiore
et al., 2015; Fuzzi et al., 2015; Von Schneidemesser et al., 2015; Lee
et al., 2016; Erickson and Jennings, 2017). Climate-driven changes in
meteorology impact both direct emissions and the formation of sec-
ondary pollutants through changes in temperature and atmospheric
water vapor content, among other meteorological variables (Jacob and
Winner, 2009; Fiore et al., 2012; Fiore et al., 2015; Von Schneidemesser
et al., 2015; Kinney, 2018). The transport, concentration, and lifetime
of atmospheric constituents is also impacted by changes in meteor-
ological conditions such as mixing height, circulation patterns, and
precipitation(Jacob and Winner, 2009; Fiore et al., 2012; Fiore et al.,
2015; Von Schneidemesser et al., 2015; Kinney, 2018). Climate change
is projected to cause increases in the severity and frequency of pollution
periods in the future due to a weaker global circulation and more
stagnant conditions (Jacob and Winner, 2009; Fiore et al., 2015; Von
Schneidemesser et al., 2015). Countless studies have examined the links
between air quality and climate change to better understand the highly
coupled nature of these two environmental issues. Recent modeling
studies and comprehensive reviews on these topics advance our un-
derstanding and stress the importance of utilizing an integrated ap-
proach to simultaneously reduce air pollution and mitigate climate
change (Fiore et al., 2012; Fiore et al., 2015; Fuzzi et al., 2015; Von
Schneidemesser et al., 2015; Lee et al., 2016; Erickson and Jennings,
2017).

The impact of climate change on air quality has been studied at the
global scale (Brasseur et al., 2006; Liao et al., 2006; Racherla and
Adams, 2006; Heald et al., 2008; Lin et al., 2016), the national scale
(Kelly et al., 2012; Gao et al., 2013; Fann et al., 2015; Val Martin et al.,
2015; He et al., 2016; Lee et al., 2016; Campbell et al., 2018), and the
regional scale in California (Aw and Kleeman, 2003; Carreras-Sospedra
et al., 2006; Steiner et al., 2006; Kleeman, 2008; Mahmud et al., 2008,
2010; Millstein and Harley, 2009; Mahmud et al., 2012). Some mod-
eling studies examined the impact of changes in individual meteor-
ological parameters on air quality in southern California (Aw and
Kleeman, 2003; Steiner et al., 2006; Millstein and Harley, 2009; Horne
and Dabdub, 2017). These studies found that among the different me-
teorological parameters perturbed, temperature increases typically
played the most important role in determining the overall impact of
climate change on both gas- and particle-phase pollutants. Increasing
temperatures generally causes increases in ozone concentrations in
polluted regions due to accelerated reaction rates but can have the
opposite effect on aerosols due to decreased gas to particle partitioning.
However, the overall effect of climate change on aerosol concentrations
remains uncertain, with large variability in projections between dif-
ferent studies and models, and within individual studies depending on
geographic location (Racherla and Adams, 2006; Jacob and Winner,
2009; Fiore et al., 2012; Fuzzi et al., 2015). Climate change has also
been shown to impact emissions from energy systems, including in-
creases in vehicle emissions correlating with surface temperatures
(Motallebi et al., 2008). Overall, most studies concluded that additional
emissions controls will need to be implemented to reduce air pollutant
concentrations under the less favorable meteorological conditions in-
duced by climate change (Jacob and Winner, 2009; Fiore et al., 2012;

Fiore et al., 2015; Von Schneidemesser et al., 2015). Additionally, the
regional air quality impacts of alternative energy technologies has been
considered within the context of achieving GHG reductions, including
the deployment of renewable resources and alternative transportation
technologies (Jacobson et al., 2005; Hart and Jacobson, 2012; Jacobson
et al., 2015; Morrison et al., 2015). These studies demonstrate the
significant potential benefits to human health and advanced energy
technologies can be achieved in future energy systems. Although ex-
isting modeling studies have furthered our understanding of the in-
dividual and combined effects of meteorological variations on in-
dividual pollutant concentrations, they did not provide a
comprehensive assessment of future air quality in California. Further-
more, many studies concluded that the impact of future emissions
changes on air quality is more uncertain than the impacts of climate
change and stressed the need for examining the impact of climate
change on air quality concurrently with the effect of potential future
changes in biogenic and anthropogenic emissions (Jacob and Winner,
2009; Fiore et al., 2012; Fiore et al., 2015; Von Schneidemesser et al.,
2015).

In this study we consider a range of scenarios to quantify and
compare the potential air quality impacts of future changes in climate
and emissions and provide a comprehensive assessment of future air
quality in California. We assess the effectiveness of emissions control
strategies and determine if the expected reductions in air pollutant and
precursor emissions will be sufficient to achieve air quality targets in a
changing climate. We focus on California because it contains a wide
range of climatic and geographic conditions and consistently experi-
ences some of the worst air quality in the nation in highly populated
areas (CARB, 2017a; U.S. EPA, 2018), posing serious risks to human
health (Ebi and McGregor, 2008; Kampa and Castanas, 2008; Tai et al.,
2010). We conduct simulations spanning several months and for both
summer and winter periods to provide a complete assessment of future
air quality and capture seasonal variations in climate change impacts
and pollutant concentrations. The year 2035 is selected to reduce the
uncertainty associated with long-term projections of both climate and
emissions in an evolving regulatory environment. The CMAQ model is
run with a high spatial resolution using the SAPRC-07 chemical me-
chanism to provide state-of-the-science model predictions, and results
are compared to ambient measurements to evaluate model perfor-
mance. This work also quantifies the impact of climate-correlated
changes in building energy consumption and considers the potential
impact of energy efficiency strategies and wide-spread adoption of re-
newable electricity in tandem with the electrification of end-use energy
sectors. The associated socioeconomic impacts are also estimated based
on health impact assessment via the Environmental Benefits Mapping
and Analysis Program-Community Edition (BenMAP-CE, available at
http://www.epa.gov/airquality/benmap/ce.html). The results of this
study are not intended to be definitive forecasts of future air quality,
but rather provide insight as to the importance and impact of different
drivers of air quality while providing an updated picture of potential air
pollutant concentrations in the future.

We begin the next section with a summary of the methods used in
our analysis and a description of the scenarios we consider. The fol-
lowing subsections describe the CMAQ model formulation and the
generation of the inputs required to conduct the air quality simulations.
Results and discussion are presented in Section 3, followed by conclu-
sions in Section 4.

2. Model and methodology

In this study, air quality in California is simulated using the
Community Multiscale Air Quality Modeling System (CMAQ, v5.2).
Seven air quality scenarios (including the baseline) are designed to
investigate the individual and combined effect of different air quality
drivers as summarized in Table 1. Details about the modeling tools and
the air quality drivers used in different scenarios will be presented in
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this section.

2.1. CMAQ model formulation

Air quality simulations are performed using the Community
Multiscale Air Quality Modeling System (CMAQ, v5.2) with the SAPRC-
07 chemical mechanism (Carter, 2010) for gas phase chemistry and the
AERO6 module (Pye et al., 2013) for aerosol dynamics. The model
domain is the same as Benosa et al. (2018), which covers the entire
state of California and part of Nevada with a 4 km×4 km horizontal
resolution as shown in (Fig. S2). The focus of this study is the changes in
near-surface air quality in the state of California. The boundary con-
ditions are generated from the Model for Ozone and Related Chemical
Tracers (Mozart v4.0) (Emmons et al., 2010). The static initial condition
from default CMAQ settings are used, and the first 10 days of each
period are considered as model spin up and therefore are not included
in the analysis of the results. The model performance in the base case
simulations is evaluated by comparison with observation data from U.S.
Environmental Protection Agency's (U.S. EPA) Air Quality System
(AQS) for hourly O3 and PM2.5. Definitions of the statistical parameters
used to evaluate model performance are shown in Table S4. Both ozone
and PM performance satisfies the recommended performance criteria
proposed by (Emery et al., 2017), with normalized mean bias
(NMB)< ±15%, normalized mean error (NME) < 25% and correla-
tion> 50% for O3, and NMB< ±30%, NME<50% and correla-
tion> 40% for PM2.5 (Table 2). The averaged time series between
model simulation results and observation data for all observation sites
are presented in Fig. S3. The model exhibits good correlation with
observational data, with the best model performance for O3 in the
summer and PM2.5 in the winter. In this study, the air quality analyses
are focused on summer O3 and winter PM2.5, as they have exhibited the
best model performance and are the dominant air pollutants in these
periods.

2.2. Meteorology

Meteorological inputs for CMAQ are generated for a two-month
winter period spanning from January 1 to February 28 and a two-
month summer period spanning from July 1 to August 31 (months
modeled correspond to base year 2012). Those four months are selected
to cover some of the coldest (January & February) and hottest (July &
August) periods of a year in California (see Fig. S4). Those four months
are also representative of seasonal residential energy usage based on
data from three major electricity providers in California (See Fig. S5).
Meteorological conditions are generated using the Advanced Research
Weather Research and Forecasting Model (WRF-ARW, version 3.7),
with the MODIS land use database (Friedl et al., 2010) and the YSU
parameterization (Hong et al., 2006) for the planetary boundary layer.

Baseline meteorological conditions for the year 2012 are based on
(Final) Operational Global Analysis data (NCEP, 2000). The year 2012
is selected because the most recent and detailed emission inventory
available for California is based on data generated for the year 2012.
Moreover, the average temperature in 2012 is nearly identical to the
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Table 2
Comparison of hourly averaged O3 (ppb) and PM2.5 (μg/m3) between simula-
tion results and observations from the AQS network for the winter period and
the summer period, respectively. A 20 ppb cutoff is used to filter values. (Obs.
stands for observation; Sim. stands for simulation.)

Obs.
mean

Sim.
mean

Correlation (%) NMB (%) NME (%)

O3 Winter 22.99 25.48 79.1 10.8 22.8
O3 summer 37.98 41.11 92.2 8.2 11.3
PM2.5 Winter 10.77 11.09 77.4 3.0 22.8
PM2.5 Summer 8.67 10.08 65.7 16.4 26.2
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average temperature in last ten years based on measurements from the
National Oceanic and Atmospheric Administration (NOAA) (See fig.
S4), making it representative of present-day climate. These baseline
meteorological conditions are used to simulate both summer and winter
periods in the BASE, CARB, and TECH scenarios.

Meteorology for the climate impact studies are based on the global
bias-corrected climate model output data for the year 2035 from the
Community Earth System Model (CESM1) that participated in phase 5
of the Coupled Model Intercomparison Experiment (CMIP5) (Giorgetta
et al., 2013). These simulations supported the Intergovernmental Panel
on Climate Change Fifth Assessment Report (IPCC., 2014). Meteorology
is interpreted for the winter period (Jan. & Feb.) and the summer period
(Jul. & Aug.) based on Representative Concentration Pathway (RCP)
future scenario (RCP4.5) datasets (Monaghan et al., 2014). The year
2035 is chosen to reflect a near future scenario and it is also the furthest
future year available in the anthropogenic emission control model used
in this study (see Section 2.3). These climate-impacted meteorological
conditions are used for the MET, CLIM, FUTR-CARB, and FUTR+ sce-
narios.

2.3. Anthropogenic emissions

Baseline anthropogenic emissions for the year 2012 are calculated
using the Sparse Matrix Operator Kernel Emissions (SMOKE) modeling
system. The 2012 emissions inventory used in this study is based on the
California Air Resources Board (CARB) 2012 inventory (CARB, 2013). It
is generated based on emission data from area sources, point sources,
and mobile sources. The 2012 anthropogenic emissions are used in the
BASE and MET scenarios.

The SMOKE modeling system is also used to generate anthropogenic
emissions for the year 2035 based on three main assumptions:

1. The growth and control in anthropogenic emissions projected by
CARB in the CEPAM 2016 SIP – Standard Emission Tool (CARB,
2016).

2. Increases in electric sector emissions that occur in response to in-
creased building energy consumption due to climate change (Franco
and Sanstad, 2008).

3. Assumed rapid adoption of renewable electricity generation in
tandem with efficiency measures and end-use electrification tech-
nologies in pursuit of significant greenhouse gas emission reductions
(Mahone et al., 2018).

The 2035 anthropogenic emissions used in the CARB, TECH, FUTR-
CARB and FUTR+ scenarios include expected emission control strate-
gies developed by CARB to improve air quality and reduce human ex-
posure to air pollutants. These emissions control strategies are based on
the CEPAM: 2016 SIP – Standard Emission Tool (CARB, 2017b) and
include current policy and regulatory measures, e.g., policy mandated
increases in renewable resources and control measures to reduce
emissions from on-road transportation sources. CEPAM provides grown
and controlled emissions by source category for all criteria pollutant
species required for AQ modeling including NOX, NH3, PM, CO, TOG,
and SOx. From CEPAM, emissions for stationary sources can be esti-
mated for future years, including those from fuel combustion for elec-
tricity generation, commercial and residential buildings, manu-
facturing, petroleum refining, and other industrial sources.
Additionally, emissions from mobile sources including light-, medium-
and heavy-duty vehicles (LDV, MDV, HDV), and non-road sources (e.g.,
agricultural and construction vehicles, ships, and aircraft) are resolved.
CEPAM projections account for the various factors influencing energy
system emissions including growth in demands and control strategies
developed in California to support the National Ambient Air Quality
Standards (NAAQS) attainment requirements. For example, though
NOX emission increase by 10% in 2035 for stationary sources due to
growing population and energy demand, emissions from LDV decreased

by 84% due to the assumed deployment of more efficient vehicles and
the deployment of zero emission vehicle technologies. Detailed emis-
sion changes for criteria pollutant species can be found in Table S2.

In the CLIM and FUTR+ scenarios, 2035 anthropogenic emissions
are affected by changes in electric sector emissions that occur in re-
sponse to changes in building energy consumption. For example, higher
summer temperature due to climate change (RCP4.5) will increase the
demand for indoor air conditioning and leads to higher building energy
consumption. Thus, the increases in electric sector emissions due to
climate change are calculated based on the building electricity demand
curve developed by (Franco and Sanstad, 2008), which can be de-
scribed by the following equation:

= + − +y x x x1.0851 1118.9 27629 7890453 2 (1)

Where x represents the average daily temperature (°C), and y is the
daily electricity demand (MWh). The electricity demand is calculated
separately for each model grid cell and for each simulation day using
Eq. (1) with the different meteorological conditions (2012 baseline and
2035 RCP4.5) and weighted by population distributions to filter cells
with no residents. By assuming a linear response between the emission
of electricity generation sector and electricity demand, the scaling
factors for electric sector emissions are calculated by using the ratio
between the total population weighted electricity demand under the
2035 RCP4.5 scenario and the 2012 baseline. For scenarios using 2035
RCP4.5 meteorology, the total electricity demand decreased by 1.5% in
winter due a reduction in heating demand under warmer conditions,
while the demand increased by 7.8% in the summer due to the in-
creased usage of heating, ventilation, and air conditioning (HVAC)
systems.

In the TECH and FUTR+ scenarios, we consider how rapid adoption
renewable electricity generation in tandem with efficiency measures in
all energy end-use sectors (i.e., transportation, industry, residential and
commercial buildings) and end-use electrification technologies in pur-
suit of significant greenhouse gas emission reductions can potentially
impact emissions and air quality. In brief, results from a techno-eco-
nomic model called the California PATHWAYS model are used to con-
sider the potential emissions impacts of widespread adoption of re-
newable electricity in tandem with energy efficiency and conservation
measures, and electrification of transportation applications. PATHW-
AYS is a “bottom-up” scenario model with detailed technology re-
presentation of the commercial and residential building, industrial,
transportation, and electricity sectors and explicitly models stocks and
replacement of various end-uses (Williams et al., 2012). PATHWAYS is
used to evaluate long-term energy scenarios through 2050 to determine
options and costs for California to achieve mandated greenhouse gas
emission reduction goals (Table S3). Model output for the High Elec-
trification case provided in (Mahone et al., 2018) is used to grow the
base year inventory to the year 2035 accounting for mitigation mea-
sures implemented in all sectors. An overview of the assumed measures
can be found in the Supporting Information (SI) in Table S1. Increases
in energy efficiency and the electrification of appliances yield emission
reductions from residential and commercial buildings. Significant in-
creases in alternative fueled vehicles are assumed in light-, medium-,
and heavy-duty vehicles including battery electric, plug-in hybrid
electric, hybrid electric, fuel cell electric, and compressed natural gas
technologies (See Fig. S1). Growth in electrification also occurs in rail
and port technologies, and harbor craft. Efficiency measures provide
emission reductions from the industrial sector, including petroleum
refineries and oil and gas extraction activities. Increased efficiency
measures and the integration of renewable energy also reduce emis-
sions from the electricity generation sector. For a complete description
of the methodology used to project future changes in emissions in this
scenario the reader is referred to (Mahone et al., 2018).

Table S3 compares the emission changes in both the CARB and
TECH scenarios with the baseline, which shows a more aggressive
emission reduction in the TECH scenario compared to the CARB
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scenario. Direct PM is the only pollutant that is projected to have small
emission increases in both scenarios, largely due to population and
economic growth. However, as most of PM2.5 pollution is caused by
secondary PM, such small increase of direct PM emissions is unlikely to
impact total PM2.5 mitigation (CARB, 2005).

The FUTR+ scenario uses 2035 anthropogenic emissions with
consideration of all three factors described above, combining CARB
emissions projections with new technology adoption and climate-driven
changes in building energy consumption. Changes in emissions of NOX,
VOC, NH3, and total PM for the FUTR+ scenario versus the BASE
scenario are shown in Fig. S7 and Fig. S8 for the summer and winter
periods, respectively.

2.4. Biogenic emissions

Biogenic emissions in all scenarios are calculated using the Model of
Emissions of Gases and Aerosols from Nature (MEGAN) version 2.1
(Guenther et al., 2006). The MEGAN model requires as input meteor-
ological conditions to determine the magnitude and spatial and tem-
poral distribution of biogenic emissions. Thus, biogenic emissions for
the year 2012 that are used in the BASE, CARB, MET, and TECH sce-
narios are calculated using baseline meteorological conditions for that
year. Biogenic emissions in the CLIM FURT-CARB, and FUTR+ sce-
narios are calculated using the climate-impacted meteorology for the
year 2035 based on RCP4.5. Fig. S9 shows the difference in biogenic
VOC emissions when using 2035 RCP4.5 meteorology compared with
2012 baseline meteorology. In the summer period, total biogenic
emissions increase by 33%, due almost entirely to increases in biogenic
VOC emissions (32%). The largest increases occur in the SoCAB and the
Sierra Nevada Mountains, with smaller increases occurring near the
coast across most of the state. During the winter period, there are only
small changes in biogenic emissions due to climate change. On average,
wintertime biogenic emissions increase by<1%, with increases in
some areas and decreases in others. Many of the areas along the coast
that experience increases during the summer period show decreases
during the winter period. Fig. S10 summarized the total emission
changes in different control scenarios compares to BASE scenario for
both winter and summer period. The climate impact is most reflected in
VOC emissions changes and has a much more significant impact during
summer period.

2.5. Air quality assessment

Changes in air quality are quantified by using several different
metrics, examining both spatially averaged and temporally averaged
changes in air pollutant concentrations. To be consistent with ambient
air quality standards, we compute maximum daily 8-h average (MD8h)
concentrations for ozone and 24-h average concentrations for PM2.5.
The spatial dependence of changes in air quality is shown in two ways.
First, the maximum MD8h ozone that occurs in each model grid cell is
calculated for the summer period (Fig. 1), and the maximum 24-h
average PM2.5 concentration that occurs in each model grid cell ex-
tracted for the winter period (Fig. 2). Second, for each grid cell in each
scenario, the number of days the (1) 70 ppb MD8h ozone air quality
standard is exceeded during the summer period (Fig. 4) and (2) the
number of days the 35 μg/m3 24-h average PM2.5 NAAQS is exceeded
during the winter period (Fig. 6) is determined. To capture the temporal
dependence of changes in ozone and PM2.5 concentrations, spatially-
averaged concentrations of these pollutants in two subdomains of
particular interest in California are computed: (1) the SoCAB and (2)
the SJV. The SoCAB is centered over the Los Angeles megacity and
contains highly populated regions including parts of Los Angeles, Or-
ange, San Bernardino, and Riverside Counties. The SoCAB is well
known for its frequent ozone pollution periods during the summer
period and severe health risk due to its population density. The SJV
region is home to large-scale agricultural operations and contains most

of the San Joaquin Valley Air Pollution Control District, as well as parts
of Mariposa, San Luis Obispo, and Monterey Bay counties. The SJV is
constantly plagued by PM2.5 pollution due to its topographic and cli-
mate condition, especially during the winter season. The location and
spatial extent of these two regions used in the calculations is shown in
Fig. S2. Each region contains a unique blend of different emissions
sources, meteorological conditions, and geography. Additionally, these
two regions include numerous counties that are designated nonattain-
ment areas for both ozone and PM2.5 ambient air quality standards and
typically experience some of the worst air quality in the nation (EPA,
2018). Both averaged hourly diurnal ozone concentration and day-to-
day variations in MD8h ozone for SoCAB and SJV are calculated along
with corresponding temperature variations for different climate as-
sumptions (Fig. 3). The same type of plot is also made for averaged
hourly diurnal PM2.5 concentration and daily variations of 24-h average
PM2.5 concentrations, as shown in Fig. 5. A third subdomain, the SFBA,
is also marked on Fig. S2. Although it is not used in the temporal
analysis due to its similar urban characteristic as SoCAB, it is one of the
most populated area in California and found to be one of the most
impacted regions in the climate change scenarios.

2.6. Health impact assessment

Following Shen et al. (2017) the environmental Benefits Mapping
and Analysis Program—Community Edition (BenMAP-CE) version 1.3
(Davidson et al., 2007; Sacks et al., 2018) is used to quantify and assess
the health impacts of ozone and PM2.5 concentration changes. Cali-
fornia population statistics for 2012 from Land scan data (ORNL, 2016)
are grown to 2035 using projections from the California Department of
Finance (California DOF, 2017). Baseline incidence rates for mortality
and morbidity at the county level by five-year age groups are from the
results of a review of the literature (Industrial Economics, 2016c). Si-
milarly, concentration-response (C-R) functions and valuation functions
for mortality and morbidity are selected from a thorough literature
review (Industrial Economics, 2016b, 2016a) (Industrial Economics and
Lisa Robinson, 2016b, 2016a). Short-term health effects are reported
for the CARB, TECH, CLIM, FUTR-CARB and FUTR+ scenario as shown
on Fig. 7.

3. Future air quality

In the BASE scenario, high MD8h ozone concentration (> 100 ppb)
can be found in SoCAB, SFBA and SJV during the summer period, with
peak concentration of 179 ppb occurring in the SoCAB (See Fig. 1).
Fig. 4 shows large areas of southern California and parts of the SJV
exceed the 8-h ozone standards for more than half of the summer period
(26 days or more out of 51 days), while SFBA has much fewer ex-
ceedances. A good correlation is found between day-to-day variations in
MD8h ozone concentrations and daily averaged temperatures, as shown
in Fig. 3. Peak ozone concentrations typically occur around 3:00 PM
local time according to the diurnal profile in Fig. 3.

During the winter period, high (> 67 μg/m3) 24-h average PM2.5

concentrations can be found mainly in SJV, the urban center in SoCAB
and inland area of SFBA (see Fig. 2). These same areas frequently ex-
ceed the 24-h average PM2.5 NAAQS of 35 μg/m3 throughout the winter
period, with the greatest number of exceedances occurring in the SJV
(Fig. 6). PM2.5 concentrations in both the SoCAB and the SJV show
significant day-to-day variability (see Fig. 5). Unlike ozone, daily var-
iations in PM2.5 concentrations are generally not directly correlated
with daily average temperatures. As noted in previous studies, other
meteorological variables such as humidity, mixing height, circulation
patterns, and precipitation strongly influence the formation, transport,
and removal of particulate matter in the atmosphere (Jacob and
Winner, 2009; Fiore et al., 2012; Fiore et al., 2015; Von Schneidemesser
et al., 2015; Kinney, 2018). The diurnal profile shows a peak con-
centration for morning rush hours in SoCAB, while in SJV constant high
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PM2.5 persist throughout the night.

3.1. Impact of emission control

Implementing anthropogenic emission controls using present day
(2012) meteorology in the CARB and TECH scenarios significantly re-
duces summertime ozone concentrations throughout the state of
California during the summer period (Fig. 1). The peak ozone con-
centration is reduced from 179 ppb in the Base scenario to 141 ppb
under CARB control, and additional mitigation measures implemented
in the TECH scenario further lower the peak ozone concentration to
136 ppb. In addition to the reductions in peak ozone concentrations,
controlling anthropogenic emissions in the CARB and TECH scenarios
nearly eliminates MD8h ozone exceedances outside of the SoCAB
(Fig. 4). Although both CARB and TECH mitigation are unable to fully
eliminate exceedances in the SoCAB, the sub-region experiencing the
highest concentrations has been largely reduced to the northern part of
the SoCAB, where population density is relatively lower (see Fig. S2).
Further temporal analysis (see Fig. 3e, f) shows consistently lower
MD8h ozone throughout the simulation period for both SJV and SoCAB,
with higher absolute reduction in the SoCAB. The change in diurnal
profile shows a different pattern in ozone reduction between SJV and
SoCAB, as most of the ozone reduction happens during the day in
SoCAB, while more consistent reduction happens throughout the 24-h
period in SJV. Comparison of the BASE, CARB, and TECH scenarios
indicates that significant reductions in ozone concentrations can be
achieved by implementing anthropogenic emissions controls.

For winter PM2.5, Fig. 2 shows that reducing anthropogenic

emissions in the CARB and TECH scenarios significantly reduces the
peak 24-h PM2.5 concentration throughout the entire state. The CARB
control reduces the peak PM2.5 concentration from 74.9 μg/m3 to
59.3 μg/m3 while the additional mitigation measures implemented in
the TECH scenario can further lower peak PM2.5 concentrations to
53.9 μg/m3. These reductions are due mostly to decreases in ammo-
nium nitrate resulting from reduced NOX and ammonia (NH3) emissions
(see Fig. S15). PM2.5 concentration reductions result in significantly
fewer exceedance episodes. As shown in Fig. 6, exceedances are re-
duced from 11 days to 4 days under CARB control within the SJV. Ad-
ditionally, the locations of predicted exceedances are also reduced. Both
the number and location of exceedances are further reduced with the
additional mitigation projected in the TECH scenario. Comparatively,
the mitigation of anthropogenic emissions is found to be more effective
in reducing PM2.5 exceedances in the SJV than in the SoCAB and SFBA.
The temporal analysis also supports this conclusion as much higher
concentration reductions can be found in Fig. 5f than Fig. 5e. Similar to
ozone, the change in diurnal profiles reveals difference reduction pat-
terns between SJV and SoCAB. In SoCAB, the diurnal profiles become
flatter than the BASE scenario under emission control, as both the
morning and evening peak hour concentrations are reduced. During the
afternoon hours, the PM2.5 concentration even increased slightly in the
CARB scenario between 12:00–15:00 (see Fig. 5g) compared to the
BASE scenario. However, the PM2.5 concentration reduction is much
more consistent throughout 24-h period in the SJV (see Fig. 5h) for
CARB and TECH scenarios.

Fig. 1. Peak MD8h ozone concentrations (ppb) during the summer period in the (a) BASE scenario, (b) CARB scenario, (c) TECH scenario, (d) CLIM scenario, (e)
FUTR-CARB scenario, and (f) FUTR+ scenario. The plot for MET scenario can be found in fig. S11.
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3.2. Impact of climate change

During the summer period, climate change is projected to increase
peak MD8h ozone concentrations from 179 ppb in the BASE scenario to
192 ppb in the MET scenario and 215 ppb in the CLIM scenario (Fig. 1 &
Fig. S11). Similarly, the number of days that exceed the MD8h ozone
standard increases in areas that already experienced frequent ex-
ceedances in the BASE scenario (Fig. 4 & Fig. S13). Comparison of the
BASE, MET, and CLIM scenarios indicates that increases in ozone con-
centrations in the urban regions (SoCAB and SFBA) and rural regions
(SJV) exhibit a different sensitivity to climate-driven changes in me-
teorological conditions and emissions. In the SJV, increases in ozone
result primarily from projected changes in future meteorology (MET
scenario), with climate-driven changes in emissions having little addi-
tional impact (CLIM scenario) (see Fig. 3h). Conversely, ozone con-
centrations in the SoCAB and SFAB increase largely in response to cli-
mate-driven increases in emissions (see Fig. 3g), mostly due to increases
in biogenic emissions. Temporal analysis shows two different patterns
between MET and CLIM and the BASE scenario (Fig. 3e & Fig. 3f), in-
dicating meteorological condition are a major contributor to temporal
variations. Moreover, a temperature correlation can be found between
Fig. 3e & Fig. 3f and Fig. 3a & Fig. 3b, as hotter periods tends to have
higher MD8h ozone concentrations (e.g., July 26–27 and Aug 22–26).
Higher temperatures accelerate photochemical reaction rates, in-
creasing the formation of ozone in these polluted regions. Similar to the
CARB and TECH scenarios, the diurnal profile indicates that most of the
changes happen during the daytime in SoCAB, while a consistent level
of increase is observed throughout the day in SJV.

During the winter period, the changes in both biogenic and an-
thropogenic emissions due to climate change are very small. Therefore,
results for winter PM2.5 are nearly identical between the MET and CLIM
scenarios (Fig. 2d & Fig. S12), and the difference are not observable in
temporal changes (Fig. 5). However, climate-driven changes in me-
teorological conditions still cause significant spatial (Fig. 2) and tem-
poral (Fig. 5) changes in wintertime PM2.5 concentrations compared
with base case levels. Compared with present-day levels, climate
change is projected to increase peak wintertime PM2.5 concentrations in
the SoCAB and east SFBA, but decrease peak PM2.5 concentrations in
the SJV. Similarly, the number of days that exceed PM2.5 NAAQS in-
creases in the SoCAB and SFBA but decreases in the SJV (Fig. 6). Fig. 5
shows that daily variations in PM2.5 concentrations follow a distinctly
different pattern than in the BASE scenario, highlighting the influence
in meteorological conditions on both gas- and particle-phase pollutants.
Interestingly, changes in anthropogenic emissions appear to have a
larger impact on the shape of the average diurnal profile of winter
PM2.5 than climate change, particularly in the SoCAB. Therefore,
without anthropogenic emissions controls, climate change is likely to
increase both the frequency and severity of pollution periods in highly
populated regions (e.g., the SoCAB and SFBA) and escalate the risk for
public health, consistent with previous studies (Jacob and Winner,
2009; Fiore et al., 2012; Fiore et al., 2015; Von Schneidemesser et al.,
2015).

3.3. Comprehensive assessment

The previous two sections show that the two major drivers (e.g.,

Fig. 2. Peak 24-h average PM2.5 concentrations (μg/m3) during the winter period in the (a) BASE scenario, (b) CARB scenario, (c) TECH scenario, (d) CLIM scenario,
(e) FUTR-CARB scenario, and (f) FUTR+ scenario. The plot for MET scenario can be found in fig. S12.
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climate change and emission control) generally impact future air
quality in opposite directions (except for winter PM2.5 in SJV). This
section will perform a comprehensive assessment of the combined ef-
fects of both climate change and anthropogenic emission controls
through FUTR-CARB and FUTR+ scenarios.

First, for summer ozone, the CARB control implemented in the
FUTR-CARB scenario offsets most of the adverse impacts caused by
climate change in the SoCAB and SJV. Comparing to the CLIM and
BASE scenarios (Fig. 1), the FUTR-CARB scenario results in dramatic
peak MD8h concentration reductions from 215 ppb in the CLIM and
179 ppb in the BASE to 158 ppb in the FUTR-CARB scenario. However,
ozone concentrations in the SFBA remains higher in FUTR-CARB sce-
nario than in the BASE scenario. Only when additional emission miti-
gations are applied in the FUTR+ scenario (Fig. 1f) are the climate
impacts on ozone concentration fully offset in the SFBA region. The
peak ozone concentration drops to 142 ppb in FUTR+, which is about
the same level as CARB scenario when no climate change is considered.
This result indicates that the anthropogenic emission control assumed
in the TECH and FUTR+ scenario is effective in offsetting the impact of
climate change, considering the reduction of peak MD8h ozone con-
centration is only 5 ppb between CARB and TECH but 16 ppb between

FUTR-CARB and FUTR+. Although the FUTR+ scenario achieves al-
most the same peak MD8h ozone concentration as CARB scenario, the
area and frequency of nonattainment exceedance in FUTR+ is still
larger than CARB scenario (Fig. 4f & Fig. 4b), especially for SFBA re-
gions, as a result of the climate change penalty. Additional analysis on
temporal variation shows that meteorological conditions still dominate
the overall trends in ozone concentrations as observed in MET and
CLIM scenarios (Fig. 5e & Fig. 5f). Furthermore, the diurnal profiles
(Fig. 5g & Fig. 5h) indicate that the FUTR+ scenario achieved a similar
level of ozone concentrations as the CARB scenario in the SoCAB re-
gion, but not in the SJV. In the SJV, the average ozone concentration is
still about 4 ppb higher in the FUTR+ scenario than in the CARB sce-
nario. Nevertheless, the effectiveness of emissions mitigation in off-
setting climate change penalty on ozone pollution is demonstrated
through the comparison between FUTR+ and CARB results.

For winter PM2.5, both emission mitigation and climate change re-
duce peak PM2.5 concentrations within the SJV in the FUTR-CARB
scenario relative to the TECH scenario (Fig. 2e & Fig. 2b). In the FUTR
+ scenario, peak levels are lower than 30 μg/m3 throughout most of
the SJV (Fig. 2f), almost eliminating NAAQS exceedances in the SJV
(Fig. 6f). However, for urban regions such as SFBA and SoCAB, both

Fig. 3. Daily averaged temperature in the (a) SoCAB and (b) SJV and MD8h ozone concentrations in the (e) SoCAB and (f) SJV for each day in the summer period.
Diurnal temperature profile in the (c) SoCAB and (d) SJV and diurnal ozone profile in the (g) SoCAB and (h) SJV. Diurnal profiles computed by averaging tem-
peratures or concentrations for each hour across all days in the summer period.
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emission mitigation strategies are insufficient to fully offset the climate
change penalty to PM2.5 concentrations. In the FUTR-CARB and FUTR
+ scenarios, the peak PM2.5 concentrations are increased in SoCAB
from the BASE and CARB scenarios (Fig. 2). For the eastern SFBA, the
peak PM2.5 concentrations remain at levels similar to the BASE sce-
nario, while peak PM2.5 concentrations are increased in populated areas
including San Jose. Additionally, the composition of future PM2.5 in
SFBA and SoCAB regions is likely to change, with increases in organic
constituents and decreases in inorganic components (see Fig. S15).
Impacts are also reflected in the number of exceedances (Fig. 6), with
exceedances predicted to occur in higher frequencies and over larger
areas in the SoCAB and SFBA in both the FUTR-CARB & FUTR+ sce-
narios relative to the BASE case. As observed with summer ozone, the
temporal profiles show similar patterns between CLIM and FUTR-CARB
and FUTR+ scenarios relative to the BASE scenario due to the different
meteorological conditions (see Fig. 5). Although the FUTR+ scenario
has lower PM2.5 concentration than the FUTR-CARB scenario, the dif-
ference is much larger during high concentration days in both the
SoCAB and the SJV. The diurnal profiles (Fig. 5h) show the lowest and
least dynamic pattern in the FUTR+ scenario in the SJV. For the SoCAB
region the diurnal profiles (Fig. 5g) indicate a higher PM2.5 con-
centration during daytime in the FUTR+ scenario when compared to
the BASE scenario, while concentrations are constantly higher in the
FUTR-CARB scenario than the BASE scenario. Additional details re-
garding the temporal analysis can be found in Section 2 of the SI.

3.4. Health and social economic benefit

The results of the health impact assessment demonstrate a large net
cost (i.e., increases in detrimental health effects) from air quality im-
pacts due to climate change: approximately 35 million $/day due to
increased winter PM2.5 and>54 million $/day due to increased
summer O3 (see results for CLIM case in Fig. 7). Under current me-
teorological conditions the implementation of CARB control measures
achieves significant economic benefits of approximately 26 and 27
million $/day for winter PM2.5 and summer O3, respectively. The
benefits of CARB emission controls can offset the impacts of climate
change on winter PM2.5, providing a net benefit of 4.35 million $/day.
However, improvements are not enough to offset the impacts of climate
change on summer O3, as the FUTR-CARB scenario attains a net cost of
around 13 million $/day. Only in the FUTR+ scenario, which includes
expansion of emissions mitigation strategies beyond those in the CARB
scenario are the impacts of climate change fully compensated for re-
garding summer O3, with a net benefit of almost 10 million $/day. More
details about the health and social economic benefits for different
endpoints (including myocardial infarction, asthma, respiratory symp-
toms, and others) can be found in Table S5 and Table S6.

Fig. S16 shows the spatial distribution of the health benefits va-
luation for the CLIM, FUTR-CARB, and FUTR+ scenarios. For summer
O3, the impact of climate change leads to a net health cost throughout
almost the entire state. Some areas revert to net health benefits under
CARB control, and expanded areas transition to net benefits in the
TECH scenario. However, two of the main population centers (SFBA
and SoCAB) continue to experience net health cost. For winter PM2.5,

Fig. 4. The number of days the 70 ppb MD8h ozone standard is exceeded during the summer period in the (a) BASE scenario, (b) CARB scenario, (c) TECH scenario,
(d) CLIM scenario, (e) FUTR-CARB scenario, (f) FUTR+ scenario out of a total of 51 simulation days. The plot for MET scenario can be found in fig. S13.
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the impacts of climate change are also associated with large negative
health impacts that generally correspond to population centers. While
the CARB control shows health improvements for the SJV region, most
of the SFBA and the coastal part of SoCAB and San Diego experience net
negative health effects. In the FUTR+ scenario, positive health im-
provements are achieved in the most populated regions of SFBA &
SoCAB, including most of Los Angeles, San Francisco and San Jose.
However, some of the suburban areas of SoCAB and north SFBA still
experience net health costs, although the cost is reduced compared to
the FUTR-CARB scenario in most of these areas. Additionally, a few less
populated areas of SoCAB experience a reversal of net benefit in the
FUTR-CARB scenario to net cost in the FUTR+ scenario, demonstrating
the complexity and uncertainty of emission mitigation outcomes.

4. Conclusions

In this study we analyze the impact of major drivers of future air
quality in California, both separately and simultaneously, for the year
2035. A variety of different scenarios are considered (Table 1) to
quantify and compare the potential air quality impacts of future
changes in climate and emissions and provide a comprehensive as-
sessment of near-term future air quality in California. Both spatial and

temporal trends in air pollutant concentrations are examined in detail,
using the metrics described in Section 2. Results for the MET scenario
indicates that climate-driven changes in meteorological conditions will
significantly alter day-to-day variations in future ozone and PM2.5

concentrations, likely increasing the frequency and severity of pollution
periods in highly populated areas and escalating the risk for public
health. Increases in biogenic and anthropogenic emissions due to cli-
mate change are important during the summer season in some areas but
have little effect on pollutant concentrations during the winter. Re-
ductions in anthropogenic emissions in the CARB scenario tend to de-
crease ozone and PM2.5 concentrations on days when concentrations are
highest, and further reduction in PM2.5 and O3 concentrations are found
with a more aggressive emission control strategy in the TECH scenario.
Overall, the adoption of alternative energy technologies and strategies
in pursuit of GHG reductions can achieve reductions in atmospheric
pollution above and beyond those achieved in current regulatory
planning, which becomes increasingly important in offsetting the im-
pacts of climate change. The two main drivers of future air quality are
found to be climate change and reductions in anthropogenic emissions.

Results indicate that climate change may cause negative impacts on
air quality at a large scale in California, leading to significant social
economic costs resulting from adverse health effects. Indeed, the impact

Fig. 5. Daily averaged temperature in the (a) SoCAB and (b) SJV and 24-h average PM2.5 concentrations in the (e) SoCAB and (f) SJV for each day in the winter
period. Diurnal temperature profile in the (c) SoCAB and (d) SJV and diurnal PM2.5 profile in the (g) SoCAB and (h) SJV. Diurnal profiles computed by averaging
temperatures or concentrations for each hour across all days in the winter period.
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of climate change may result in current emission mitigation planning
strategies failing to achieve targeted outcomes including compliance
with regulatory standards and avoidance of societal and economic costs
from human exposure. This outcome is more pronounced for the
summer ozone period, indicating that strategies to reduce ozone pre-
cursor emissions including NOx and VOC may need to be considered
seasonally, i.e., greater reductions targeted during summer periods.
However, the implementation of aggressive alternative energy strate-
gies in pursuit of GHG reductions can offset the impacts of climate
change for both winter and summer, demonstrating a path forward to

achieving air quality and human health benefits. The benefits of addi-
tional emission reduction measures are most effective in rural and
suburban areas, with urban population centers continuing to experience
degraded health effects under climate change impacted air quality.
Therefore, populated regions may require more stringent control than is
currently anticipated. Additionally, potentially effective adaptation
measures may include the migration of population sub-sets with
heightened vulnerability to air quality induced disease from urban to
rural areas.

Although this study focused on California, many of the results

Fig. 6. The number of days the 24-h average 35 μg/m3 PM2.5 air quality standard is exceeded during the winter period in the (a) BASE scenario, (b) CARB scenario,
(c) TECH scenario, (d) CLIM scenario, (e) FUTR-CARB scenario, (f) FUTR+ scenario out of a total of 47 simulation days. The plot for MET scenario can be found in
fig. S14.

Fig. 7. The economic valuation of health impact under different scenarios compared to the BASE scenario for (a) winter PM2.5 and (b) summer O3.
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presented here have general implication for extrapolation to other re-
gions, especially those with highly populated urban areas and pre-
existing degraded air quality conditions. Generally, mitigation planning
for regions experiencing poor air quality (e.g., China) should consider
climate change impacts in the design of emission reduction strategies.
In particular, the use of renewable energy in tandem with efficiency
measures and end-use electrification to significantly reduce emissions
and offset climate change impacts can be an effective strategy in many
world regions. However, differences in renewable resource availability
and other factors will require unique consideration of energy system
design and deployment across regions. For example, California has
considerable wind and solar power resources which have enabled high
renewable penetrations in response to policy mandates, and the bulk of
the remaining in-state generation is provided from natural gas power
plants. Thus, the California electricity mix is reasonably clean relative
to other regions and enables significant environmental benefits from
end-use electrification. However, in regions lacking high levels of wind
and solar availability, additional renewable resources (e.g., geothermal,
wave, tidal, hydropower) or other low carbon power generation stra-
tegies including nuclear power may need to be considered to attain the
same GHG and AQ benefits. Furthermore, in regions with higher
emitting fossil fuel plants, e.g., those with significant amounts of coal
generation, electrification may not attain emission reductions with the
same effectiveness as it does in regions with high renewable or lower
emitting technology mixes. Therefore, emission mitigation planning
should carefully consider regional energy systems in the development
of strategies to offset the impacts of climate change.
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